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Abstract. Multiagent systems are increasingly used in complex co-
ordination tasks such as environmental monitoring, underwater ex-
ploration, and air-traffic management. These tasks often involve mul-
tiple, possibly conflicting objectives. Developing coordinated joint
policies in such settings is challenging due to the difficulty in as-
signing credit to individual policies within a joint policy, especially
when only the overall system performance is observed. This paper
introduces the Multi-Objective Difference Evaluations (DMO) oper-
ator, which enables credit assignment in multi-objective joint-policy
evolution without scalarising the multi-objective reward. The DMO

operator measures the impact of an individual policy on the system’s
performance by comparing the hypervolumes of nondominated sets
with and without the given policy. By preserving and promoting key
policies, the DMO operator enhances the evolution process, leading
to more efficient joint-policy evolution. We conduct experiments in
a continuous multi-rover exploration problem, highlighting the ben-
efits of DMO in achieving better coordination and performance in
multi-objective multiagent systems.

1 Introduction
Complex tasks like environmental monitoring, extraterrestrial explo-
ration, and air-traffic management are well-known applications of
multiagent systems. Many such tasks involve not just one, but sev-
eral, possibly conflicting objectives. For example, for an environmen-
tal monitoring task, such conflicting objectives may comprise 1) per-
forming an evenly spread-out area coverage over the environment,
2) performing focused surveillance over particular points of interest,
while 3) minimising the energy expense of each drone. To succeed in
such tasks, multiagent systems must learn coordinated joint-policies
that balance multiple objectives at once.

Learning good team-oriented joint-policies is challenging, partic-
ularly when the reward generated by the environment encapsulates
the entire team’s performance. This is the credit assignment prob-
lem, and is generally addressed by providing agent-specific feedback
that aims to quantify a particular agent’s performance. However, such
approaches are not well suited for multi-objective settings, where an
agent’s impact needs to be assessed across multiple objectives.

Multi-Objective Optimisation approaches, especially population-
based Multi-Objective Evolutionary Algorithms (MOEAs) provide
a way to optimise for different trade-offs across the objectives by
optimising for the Pareto front [35, 13, 19, 17]. On the other hand,
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credit assignment methods have been applied successfully in single-
objective settings, ranging from Multiagent Reinforcement Learn-
ing (MARL) to Cooperative Coevolution [23, 14, 6, 3]. However, in
multi-objective problems, like multi-objective MARL, credit assign-
ment is typically addressed by scalarisation of the multi-objective re-
ward using agent-specific utility functions [32, 20, 5, 21]. Prior work
has explicitly tackled the multi-objective multiagent credit assign-
ment problem, but also using a priori agent-specific reward scalari-
sation [33].

A drawback to using utility functions is the risk of enforcing
sub-optimal preferences on agents and the need for substantial do-
main expertise to design them. Additionally, in many settings, a
clear preference over the objectives may simply not exist beforehand.
Population-based MOEAs avoid this problem of reward scalarisa-
tion, but do not fit with existing credit assignment techniques.

In this paper, we introduce the Multi-Objective Difference Evalua-
tions (DMO) operator to perform credit assignment in multi-objective
joint-policy evolution without a priori scalarisation of the multi-
objective reward. We use the difference in the hypervolume of a
nondominated set of joint-policies with and without a joint-policy’s
constituent policy to measure that policy’s impact on the system per-
formance. DMO is a multi-objective adaptation of Difference Evalu-
ations (D), a state-of-the-art credit assignment operator [2, 3].

DMO estimates agent-level credit without a priori scalarisation of
the reward function, therefore capturing the true impact of individual
agents in a multiagent system. This agent-level credit can be used to
guide offspring-creation in the evolution process to produce poten-
tially high-performing joint-policies. Population-based MOEAs can
leverage DMO to efficiently arrive at a true estimate of the Pareto
front, where each Pareto-optimal joint-policy expresses a different
trade-off among the objectives.

This work introduces and defines the DMO operator. We then
present a minimally-modified version of an existing MOEA, the
NSGA-II algorithm, that leverages the DMO operator and shows
performance boost-ups in convergence-time to, and quality of, the
Pareto front estimate. Lastly, we compare the performance of modi-
fied NSGA-II with NSGA-II and also perform an ablation study by
replacing the DMO-values with the global fitness1 in the modified
NSGA-II algorithm.

1 Please note that in this work, the terms ’reward’ and ’fitness’ are used in-
terchangeably and refer to the numeric value generated by the environment
for the multiagent team at the end of a simulation episode.



2 Background
2.1 Multi-Objective Optimisation

Many real-world problems are multi-objective, where improving per-
formance in one area can negatively impact another (e.g., speed vs.
safety vs. comfort in autonomous vehicles). Instead of seeking a sin-
gle best solution, it is often preferred to develop a range of Pareto-
optimal solutions, each offering different trade-offs across objectives.
On the Pareto front (the set of Pareto-optimal solutions), no solution
is better than another; all are considered equally optimal.

There has been substantial progress in recent years in multi-
objective optimisation. A majority of the work generally falls into
one of the two categories – methods that focus on 1) improving the
Pareto front estimate [13, 19, 10, 17, 35], and 2) optimising a single
super objective created by taking a weighted sum over all the ob-
jectives [22, 20, 5, 21]. In the context of multiagent systems, more
agent-oriented versions of the latter, also referred to as utility-based
approaches in the literature are generally favoured. However, these
approaches can enforce sub-optimal preferences over objectives and
can require substantial domain expertise to be developed. Enforcing
preferences can also compromise the true multi-objective nature of
the problem by optimising a predetermined choice instead of choos-
ing from several optima.

2.1.1 Multi-Objective Evolution

If the end-goal is to achieve the best Pareto front estimate,
population-based MOEAs provide a naturally-fitting paradigm for
multi-objective optimisation. The inherent presence of multiple so-
lutions in the population pool lends itself very well to the goal of
arriving at multiple equally-optimal solutions [12].

The body of research on MOEAs is vast. Some representative
work proposed algorithms such as PAES , PESA-II, NPGA, SPEA2
and NSGA-II [13, 19, 10, 17, 35]. A common feature among these al-
gorithms are the elites preservation and diversity preservation mech-
anisms. By ensuring the preservation and proliferation of the best
(elite) and most unique (diverse) solutions in each generation, these
algorithms improve their speed of convergence with the Pareto front
and the final spread of solutions [18]. Of these, the NSGA-II algo-
rithm remains the most popular for problems with few objectives
and serves as the most suitable for comparison. Some recent work
also demonstrates neuroevolution of an agent in multi-objective set-
tings, but instead of using diversity-preserving mechanisms, it adds
diversity as an objective to also optimise for [29]. In this paper, the
NSGA-II algorithm and its operators will be a common recurrence.

2.2 Multiagent Systems and the Credit Assignment
Problem

One of the key problems in multiagent systems research is the credit
assignment problem, where an agent must determine the effect of
its actions on the system’s performance. This quantified contribution
must inform the agent’s policy, promoting positive team-oriented ac-
tions. Credit can be provided in several ways, including as a reward
in (deep) reinforcement learning, or as a learning signal to augment
the selection probabilities of high-performing policies in evolution-
ary algorithms. Credit assignment becomes particularly important in
environments with tightly-coupled tasks that require a simultaneous
action by two or more agents to yield any reward. Without credit
assignment, tasks requiring such explicit coordination may remain
unsolved.

Existing credit assignment techniques like Difference Rewards
[1], D++ [26], and even learning-focused methods like Value Decom-
position Networks (VDN) [30], QMIX [27], and COMA [15] can be
implemented with little to no modifications with agent-specific util-
ity functions that scalarise multiple objectives into one. However, for
getting a spread of Pareto-optimal solutions, this problem becomes
considerably harder.

2.3 Difference Evaluations

The Difference Evaluation operator (D) can be used to estimate the
contribution of a single agent to the entire multiagent system’s per-
formance [8, 3, 9, 2, 1, 14, 6]. For an agent i, the Difference Evalua-
tion is defined as:

Di = G(z)−G(z−i ∪ ci), (1)

where z is the joint-action of the system, G(z) is the global system
performance, z−i is the joint-action of the system with the action of
agent i removed, and ci is a counterfactual action that agent i’s action
is replaced with. G(z−i ∪ ci) gives an estimate of the performance
of a theoretical system without the contribution of agent i [26]. The
counterfactual term ci represents the notion of a default action with
no contribution to the system performance. This default action comes
intuitively in many problems. For example, the counterfactual term
can represent a static agent that does not move from its initial starting
position in a continuous environment-observation problem [24].

D has been successfully applied to tackle the credit assignment
problem in approaches that evolve a multiagent system using Co-
operative Coevolutionary Algorithms (CCEAs) by providing a local
fitness evaluation to each agent [8, 3, 9]. In Multiagent Reinforce-
ment Learning (MARL) approaches, D is used to provide granular
feedback from the global team reward to condition the policy of each
agent [14, 6]. Interestingly, D has also been applied in multi-objective
MARL and multiagent NSGA-II [32, 33], but with the a priori scalar-
isation of the multi-objective reward.

3 Problem Domain
In this paper, we investigate the continuous multi-rover exploration
problem. This domain serves as a proxy for several real-world
multiagent problems, like environmental-monitoring, underwater-
exploration, and distributed lunar sensing and measurement [11, 25,
31]. Several previous works have used a variant of this domain to
test various multiagent coordination algorithms [26, 8, 3, 24]. In this
paper, we describe a multi-objective version of the multi-rover ex-
ploration problem to test our method on.

3.1 Problem Description

The domain consists of a set of homogeneous rovers on a two-
dimensional plane that must observe a set of stationary Points-of-
Interest (POIs). POIs may have a coupling requirement, which would
require multiple agents (rovers, in this problem) to simultaneously
observe the POI for it to yield any reward. A POI is observed when
m ≥ POI.coupling agents are simultaneously located within
POI.obs-radius distance of the POI. The observation window
of a POI is the window in an episode in which it can be observed.
Even if the other requirements of the POI are met, the POI does not
yield any reward unless the global timestep is within the observa-
tion window of the POI. The set of POIs can be divided into multi-
ple categories, each of which, define a ’type’ of POI. Each POI-type



can be made to possess different properties (such as position, reward
value, coupling requirement, observation radius, observation window
etc.), making the exploration and observation task more challenging.
Sufficiently different properties among POI-types can necessitate the
agents to demonstrate drastically different behaviours to be able to
contribute to the global system reward. By tracking the rewards from
each POI-type separately, we transform this problem into a multi-
objective one, with each objective being to maximise the reward col-
lected from each POI-type. The reward for observing a POI, its cou-
pling requirements, its observation radius, its observation window,
and its type are unknown to the agents, and they must coordinate to
maximise the total system reward across each objective.

glob_reward: +R

coupling: 2

Figure 1: An example of a POI yielding a reward due to its coupling
requirement being met through rovers observing it within its obser-
vation radius.

3.2 Agent Modelling

Each rover is equipped with three sets of sensors that provide infor-
mation about its location, other rovers, and POIs respectively. The
first set provides the global position of the rover in (x, y) form. The
second set contains four sensors arranged planarly at 90◦ intervals
around the rover to form four quadrants. Each sensor counts the
number of other rovers in its respective quadrant. Lastly, the third
set similarly contains four sensors that count the number of POIs in
each quadrant. Each rover is constrained by the range within which
its sensors can detect and count other rovers or POIs.

The state vector containing this sensor-information is the input to
the agent’s policy, represented as a fully connected feed-forward neu-
ral network. The policy network outputs the displacement in the x
and y directions that the agent must take as an action. The displace-
ment the agent can attain at each timestep is constrained to a reason-
able limit respecting the environment dimensions

4 Method
In this section we provide a detailed explanation of the DMO operator
and its incorporation into a multi-objective evolutionary algorithm.

4.1 The DMO Operator

EAs operate on a population of candidate solutions, wherein each in-
dividual in the population is a parameterised representation of the
entity being optimised. When optimising, say, joint-policies for a
multiagent system, each individual (or candidate solution) contains
a vector of policies – each policy corresponding to an agent in the
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Figure 2: Sensor-layout on a rover. The rover counts the number of
other rovers and POIs in each quadrant. Detection is restricted by
the range of the sensors. Combined with the current position of the
rover, this information makes up the input state vector for the rover’s
policy.

system. Existing MOEAs, like NSGA-II, operate on the fitness vec-
tor, containing a candidate solution’s fitness on each objective. The
application of NSGA-II in this context is sub-optimal, as it does not
take into account the impact, or effect, of individual policies within
a joint-policy (aka an individual) when performing the various evo-
lutionary operators like selection, crossover, and mutation to create
the offspring set. The lack of a policy-level (or agent-level) fitness
means that highly impactful policies that may be a part of subpar
joint-policies may be lost during evolution, while undesirable or low-
impact policies that are a part of high-performing joint-policies may
continue to proliferate. This potentially sub-optimal evolution can
negatively impact the speed with which the evolution process con-
verges, and the quality of the Pareto front estimate to which it con-
verges.

The main challenge in assigning agent-level credit in multi-
objective settings is finding a representative value that accurately
captures the impact of a single policy on its joint-policy’s perfor-
mance. Before finding a representative value for a policy’s impact, it
is first important to make clear the features that comprise the ’perfor-
mance’ of a joint-policy:

• The magnitude of each fitness in the joint-policy’s fitness vector
• To what degree the joint-policy increases the spread of its Pareto

front
• How ’unique’ the joint-policy is in the population of solutions

Our key insight here is that by measuring the contribution of a
single policy to the hypervolume of the nondominated set its joint-
policy lies on, we effectively measure the policy’s contribution to
each of the above three features, and thus to the true performance
of its joint-policy. The hypervolume metric is accepted to capture
all three of the above features by measuring proximity to the Pareto
front, spread, and diversity [16, 34, 28].

To this end, we propose the Multi-Objective Difference Evaluation
(DMO) operator. In a population of joint-policies, DMO computes the
difference in the hypervolume of an individual’s (aka joint-policy’s)
nondominated set, and the hypervolume of that nondominated set
with one policy in the individual replaced with a default counter-
factual policy. Intuitively, DMO answers the question: how does the
hypervolume change, if a policy in an individual is replaced with a
default? The measure of this change is the policy’s DMO-value, or



impact. The DMO-value is given by:

DMO(j) = H(J )−H(J−J ∪ Jc) (2)

where,
Jc = J−j ∪ jc (3)

and,

H(J ) = hypervolume({J.fitness | J ∈ J }) (4)

Here, j ∈ J is an individual policy in joint-policy (or individual)
J . J is the set of joint-policies of the same nondomination-level as
J in the population, i.e. it is the nondominated set that J is in. H
computes the hypervolume of a nondominated set of joint-policies.
J−J is J’s nondominated set with J removed, Jc is the counterfac-
tual joint-policy that contains one counterfactual policy jc inserted
in place of a policy j, and J−j is the joint-policy with j removed.

Assuming maximisation across all objectives, a positive DMO-
value means that the hypervolume reduced when that policy was
replaced by a counterfactual one. The higher the DMO-value for a
policy, the more impactful it can be considered, and the more likely
should be its preservation and proliferation in the evolution process.

The choice of the number of parent individuals used to create the
offspring set is upto the System Designer. As long as each policy in
the parent set of joint-policies has its DMO-value computed and as-
signed, the offspring-creation step can leverage DMO-values to create
highly fit offsprings.

4.2 The Top-Level Evolutionary Algorithm

Having defined the DMO operator, we now plug DMO into an NSGA-
II-like algorithm to showcase a practical implementation. Although
the effects of DMO are largely agnostic to the exact structure or
type of multi-objective EA, in this paper, we elect to implement a
minimally-modified version of the NSGA-II algorithm with the DMO

operator. We choose the NSGA-II algorithm for its immense popu-
larity, and the high likelihood of familiarity with it among readers.

We utilise the fast-nondominated-sort() and
crowding-distance-assign() functions as-is from the

Algorithm 1 Top-level Evolutionary Algorithm

1: Initialise populations P0, Q0 each containing N joint-policies
comprising K policies each

2: for t ∈ [0, T ] do
3: Pt = Pt ∪Qt

4: foreach joint-policy p ∈ Pt do
5: evaluate(p)
6: end for
7: F = fast-nondominated-sort(Pt)
8: i = 0
9: while |Pt+1|+ |Fi| ≤ N do

10: DMO-assign(Fi)
11: Pt+1 = Pt+1 ∪ Fi

12: i = i+ 1
13: end while
14: crowding-distance-assign(Fi)
15: crowding-distance-sort(Fi)
16: DMO-assign(Fi)
17: Pt+1 = Pt+1 ∪ Fi[1 : (N − |Pt+1|)] // Discard excess
18: Qt+1 = make-DMO-informed-offsprings(Pt+1)
19: end for

NSGA-II algorithm [13]. These two functions are responsible for
the elite-preservation and diversity-preservation nature of NSGA-II
respectively. The two main modifications we make to NSGA-II are
as follows:

• DMO-assign(): Compute and assign DMO-values using Equa-
tion 2

• make-DMO-informed-offsprings(): Create an offspring
set on the basis of the DMO-values

Algorithm 1 formally defines the top-level algorithm we
use in this paper. Algorithm 2 is an algorithmic repre-
sentation of the DMO-assign() function that computes
and assigns DMO-values according to Equation 2. The
make-DMO-informed-offsprings() function creates
an offspring set by utilising the policy-level DMO-values. It performs
selection of individual policies from the population based on their
DMO-values to assemble new offspring joint-policies. Algorithm 3
defines this process. The select() function uses softmax to select
a policy from a set of DMO-values of policies. Figure 3 visually
demonstrates this process, and also shows how the policy at a certain
index in the offspring comes from selecting across the policy at the
same index in each joint-policy in the population. This is unlike the
offspring creation step in NSGA-II, which uses a binary-tournament
selection using the nondomination-level and crowding distance,
followed by a one-point crossover.

Algorithm 2 DMO-assign(J )

1: Input: A nondominated set J = {J0, J1, ...JM−1} of joint-
policies

2: hJ = H(J ) // Hypervolume from Equation 4
3: foreach joint-policy J ∈ J do
4: J−J = J \ J
5: foreach policy j ∈ J do
6: Jc = (J \ j)∪ jc // Swap j with a counterfactual policy
7: j.DMO-value = hJ −H(J−J ∪ Jc)
8: end for
9: end for

Algorithm 3 make-DMO-informed-offsprings(P)

1: Input: A population set P of N joint-policies, comprising K
policies each

2: Output: An offspring set Q of N joint-policies
3: Initialise empty set Q
4: for n ∈ N do
5: Initialise blank joint-policy q
6: for k ∈ K do
7: q[k] = select({p.DMO-value | p ∈ P})
8: end for
9: Q = Q ∪ {q}

10: end for
11: return Q

5 Experimental Setup
5.1 Simulation Details

To show the effectiveness of using DMO, we perform our experi-
ments on instances of the multi-objective continuous rover explo-
ration problem (rover domain hereon). We setup two environments



Property EEasy EHard

Size 100× 100 units 160× 160 units
Episode Length 100 timesteps 240 timesteps

Number of Type A POIs 8 4
Number of Type B POIs 4 4

Type A Observation Radius 10 units 5 units
Type B Observation Radius 10 units 5 units

Type A Observation Window 100 timesteps 240 timesteps
Type B Observation Window 25 timesteps 40 timesteps

Type A Reward +10, Repeats +20, Does Not Repeat
Type B Reward +30, Repeats +30, Repeats

Table 1: Configuration of EEasy and EHard environments. EHard is harder to collect rewards from compared to EEasy . The greater environ-
ment size, smaller observation radii of POIs, and non-repeating nature of Type A rewards contribute to this increased difficulty. When a POI
has a repeating reward, it incentivises agents to continuously observe it from the same position. However, when the reward does not repeat, it
incentivises exploration of other POIs by the agents after being observed once, making reward-collection harder.
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Figure 3: Offspring-creation by performing index-wise softmax over
the DMO-value of the policy at that index across all joint-policies
in the parent set. Note how the offspring’s policy at a certain index
comes from the policy at the same index in the parent. Thus, an off-
spring joint-policy of size K may have up to K parents.

(a) EEasy (b) EHard

Figure 4: Layout of POIs in EEasy and EHard environments. The
dense distribution of POIs in EEasy allows teams to collect rewards
even by demonstrating apparently unintelligent behaviours.

– EEasy and EHard that differ in the spatial density of rewards that
agents can collect. Each agent can displace by a maximum of 4 units
at each timestep, and receives information from a 10 unit radius that
makes up its state. In both environments, a team of 10 agents start
from the centre of the environment and must appropriately observe
POIs to yield a reward. The environments contain POIs of two types
– Type A and Type B that represent two objectives. The team receives
a cumulative reward for each objective at the end of the episode. Ta-
ble 1 contains the exact configuration of both environments. Figure
4 shows the spatial layout of POIs in both environments.

5.2 Algorithmic Details

We test three algorithms in the EEasy and EHard environments –
a modified version of NSGA-II that uses DMO-values for credit as-
signment (DMO), NSGA-II, and an ablated version of DMO (DMO-
Abl) that simply uses the hypervolume (of the nondominated set a
team belongs to) as agent-level credit instead of DMO-values (which
capture the difference in hypervolumes). Each algorithm is run for
600 generations with a population of 100 joint-policies containing 10
policies (one per agent) each. To begin with, each policy-network’s
weights are randomly initialised between [−1, 1]. In each generation,
we create 100 offsprings. We mutate the offsprings by applying gaus-
sian noise (Mean = 0, Standard Deviation = 0.05) to the weights of
each policy-network of each offspring. For DMO, the counterfactual
policy fixes the corresponding agent to its starting position for the en-
tire simulation episode. Each algorithm (DMO, NSGA-II, DMO-Abl)
is run five times (each run of each algorithm with random initial pop-
ulations and policy weights) to accurately analyse its performance.

6 Results
We study the quality of the Pareto front estimate evolved by each
algorithm by comparing the hypervolumes at each generation in Fig-
ure 5. The solid lines represent the mean hypervolumes across multi-
ple runs, while the shaded regions indicate the Standard Error of the
Mean (SEM) around these means. Both DMO and DMO-Abl clearly
outperform NSGA-II, which supports the intuition that it is highly
inefficient to evolve good team-oriented policies without an estimate
of the contribution of individual agents of the team. However, the
performance comparison between DMO and DMO-Abl is more inter-
esting.

In EEasy , DMO-Abl converges much faster to a Pareto front with
a considerably larger hypervolume as compared to DMO. In EHard,
however, although small, there is a noticeable performance improve-
ment when using DMO as compared to DMO-Abl. A plausible expla-
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Figure 5: Performance of DMO, NSGA-II, and DMO-Abl on EEasy and EHard environments. As the environment becomes more challenging
with sparser rewards, credit assignment becomes more useful in evolving good team behaviour.

(a) DMO in EEasy

(b) DMO-Abl in EEasy

Figure 6: Trajectories from dominant joint-policies evolved using
DMO and DMO-Abl in EEasy .

(a) DMO in EHard

(b) DMO-Abl in EHard

Figure 7: Trajectories from dominant joint-policies evolved using
DMO and DMO-Abl in EHard.



nation for why DMO-Abl outperforms DMO in EEasy is the potential
for being rewarded for several types of behaviours, as clear from Fig-
ure 4. The more informed credit estimated in DMO is possibly too
small a learning signal to quickly see performance improvements
in the reward-rich EEasy environment. Figures 6a and 6b, which
show sample team trajectories achieved from DMO and DMO-Abl re-
spectively, support this reasoning. DMO-Abl is able to learn more di-
verse and coordinated behaviours that are potentially more impactful
(spreading out to outer POIs, occupying inner POIs continuously,
visiting several POIs for short durations, and having greater spatial
coverage), while DMO learns less diverse, and less ’developed’ be-
haviours. The highly overlapping trajectories of multiple agents mov-
ing towards the extreme corners of the environment supports this. On
the other hand, DMO-values offer a visible benefit in the more chal-
lenging EHard environment (Figure 5b), likely due to requiring more
intelligent behaviour to efficiently yield rewards.

Based on these results, an important general takeaway is that any
form of agent-level credit, as long as it is roughly aligned with de-
sired team behaviour, considerably aids the evolution process for
multiagent teams and should feature centrally in algorithms for co-
operative multiagent systems in multi-objective settings.

7 Discussion

In this paper, we presented the Multi-Objective Difference Evalua-
tions (DMO) operator to perform credit assignment in multi-objective
evolution for multiagent systems. We applied DMO to a minimally
modified version of a popular MOEA, the NSGA-II algorithm, and
showed significant performance boost-ups in performance on the
rover domain. We then performed an ablation study to isolate the
effects of the DMO operator and demonstrate the importance of multi-
objective credit assignment at large. Lastly, we qualitatively discuss
the limitations of the DMO operator and hypervolume indicator.

The proposed DMO operator has been shown to perform well with
the hypervolume metric. As a result, the drawbacks of using the hy-
pervolume indicator transfer directly onto the DMO operator. Its use
in practical applications is highly sensitive to the choice of the ref-
erence point used to compute it. Specifically, the fitness of each in-
dividual in the population must dominate the reference point to be
able to be included in any hypervolume calculation. This means that
the ’worst’ possible performance of an individual in the population
must be known a priori, and must still be dominant over the reference
point. Based on the problem, the lower bound for an individual’s fit-
ness may or may not be known beforehand, making the selection of
the reference point challenging. The hypervolume metric is also ex-
pensive to compute, with the time complexity growing exponentially
with the number of objectives [7]. There exist several other multi-
objective performance indicators in the literature, like the Inverted
Generational Distance (IGD) metric, the Spread metric, and the Ep-
silon metric [28, 4]. Based on the problem, one or more of these
metrics may be more suitable to use with a DMO-like operator.

To concretely assess the positive effects of the DMO operator, we
will conduct experiments with more agents and in more complex
multi-objective domains as future work. Similarly, an ablation study
at the joint-policy level (by measuring the impact of a whole joint-
policy on the hypervolume, instead of a single policy contained in
it) will be crucial to probe and study the impact of DMO in multi-
objective multiagent problems. Finally, to alleviate the shortcomings
associated with the hypervolume indicator, we will consider addi-
tional performance indicators such as IGD and Spread [28, 4].
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