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Abstract. The emergence of ride-hailing services has introduced
computational challenges in optimizing vehicle routes. One of these
challenges is solving the routing problem for long-term periods, as
it requires accurate and explainable demand predictions. This is be-
cause explainability influences solution trustworthiness while accu-
racy determines final optimization outcomes. To address this, we em-
ployed Multi-Objective Optimal Regression Tree (MOO-RT) with
accuracy and explainability objectives. Comparative analysis against
other models, utilizing accuracy (MSE) and explainability (global
Shapley Value) metrics, demonstrated MOO-RT’s impact on enhanc-
ing explainability whereas Random Forest emerged as the top per-
former in accuracy. Moreover, using Shapley values our study identi-
fied model-independent significant features for passenger prediction.

1 Introduction
In the last decade, transportation services have become more acces-
sible as the use of the GPS technology in mobile applications has
facilitated supply-demand matching. This has led to the emergence
of ride-hailing services, bringing novel challenges such as handling
dynamic ride requests and real-time solution generation. Stochastic-
ity of requests plays a role in complexity, as the future requests’ time
and pick-up/drop-off locations are not known a priori. This issue
is addressed by anticipatory vehicle routing methods (e.g. [1] and
[12]) to find solutions that are optimum for longer time horizons.
Sub-optimal solutions have ramifications for all parties involved in
the services: having negative implications for passengers’ level-of-
service and drivers’ income as well as platform’s profitability.

When anticipatory vehicle routing methods use predictions
to determine future ride requests, the selection of the prediction
model becomes crucial. We argue that accuracy and explainability
play a key role in final solution quality, since: 1) the accuracy
level of the predictions directly affects the routing solutions, as
inaccurate predictions can guide the vehicles to locations with no
ride requests in the near future, causing supply-demand imbalance
2) the prediction method’s explainability can determine the overall
vehicle routing framework’s explainability. We define explainability
as the ability to convey to system users why a particular decision
is made. If a prediction method is not explainable, it may not be
trusted by its users, potentially causing it to be overlooked and not
utilized while making routing decisions. Additionally, explainable
models can serve a dual purpose: not only as predictive tools but also
as valuable aids for users when the data used for decision-making
contains errors. This dual role arises from clarifying unexpected
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model outcomes and detecting inconsistencies within the data. A
clear understanding of how the predictions are made is essential for
these tasks.

Despite the growing acknowledgment of the importance of
explainability ([10]), the main focus of the literature concerned
with passenger predictions has been on evaluating the accuracy
of the methods while explainability is rarely or at best implicitly
mentioned. In fact, in passenger prediction literature, a significant
number of recent studies use deep learning, and more specifically
Convolutional Neural Networks and Long Short-Term Memory
Networks (such as [6], [16] and [18]). The reason behind these
model choices is to model complex spatial relations and sequential
interactions ([16]). However, these models’ structures are too
complex to be understood by the users. Although the impor-
tance of model explainability is sometimes acknowledged ([16]), in
these studies model comparison is done only for accuracy evaluation.

Traditional prediction models such as Linear Regression (e.g. [7],
[9]), Random Forest, (e.g. [5], [7], [13]), ARIMA (e.g. [4], [11]) and
other time series models (e.g. [2], [17]) are widely used in passenger
prediction literature as well. These prediction methods are generally
easier to understand compared to the deep learning methods and
hence can be considered more explainable. Nevertheless, similar
to deep learning models, traditional prediction methods are not
evaluated for their explainability although their explainability may
be determined by model parameters or characteristics. For instance,
the average feature significance level of a prediction model could
serve as a measure of its explainability. However, in the literature
(e.g. [7], [13] and [14]) the determination of feature significance
typically focuses on the accuracy or on presenting the resulting
model whereas how informative an average feature is can be a proxy
for the quality of prediction explanation.

Regression trees are one of the few models in the field of Ex-
plainable AI (XAI) literature, thanks to their graphical structure.
This structure facilitates explanation as it is easy to convey how a
prediction is made or to detect data errors. Figure 1 and Figure 2
exemplify the data error detection case. The regression tree in Figure
1 predicts the hourly passenger demand in the Manhattan district
of New York City. Using the regression tree, passenger demand at
Hamilton Heights is predicted to be 1500 or 2000 passengers per
hour (depending on the weather conditions), which is significantly
higher than the area’s historical demand. When we look at the
historical passenger demand heat map in Figure 2, it is clear that
Hamilton Heights (the criss-crossed area on the map) is one of the



areas in North Manhattan with a relatively low passenger demand.
However, Hamilton Heights’ predictions lie in the sub-tree with [The
area is in North Manhattan = False]. Hence, it can be concluded
that Hamilton Heights’ "The area is in North Manhattan" feature
is incorrectly valued as False and data error caused notable training
error for the area.

Figure 1. Regression tree for Manhattan passenger prediction. Values on
the leaf nodes represent number of predicted passengers per hour.

Highlighted (gray shaded) nodes are used for Hamilton Heights area
passenger prediction.

Figure 2. Heat map of average Manhattan passenger demand (in number
of passengers per hour) for the period January 2010 - October 2010.

Hamilton Heights area is criss-crossed with lines in the map.

Even though this case can be easily detected using regression
trees, achieving similar reasoning using other explainable models
such as linear regression, particularly when multiple features are
involved, can be quite challenging. Despite the strong indications
of regression trees’ explainability, these have not been featured
in the passenger prediction literature. To bridge this research gap,
this study evaluates the accuracy and explainability performance of
regression trees.

Thanks to the immediate relationship between regression trees’
topology and their level of explainability, the regression tree ex-
plainability can be directly quantified easily, and thereby explicitly
considered when training the prediction model. To capitalise on
this capability, we employ multi-objective optimal regression trees
(MOO-RT) in our prediction task, using both explainability and
accuracy in the objective functions. This way, we do not only
train regression trees with quantified accuracy and explainability
performances but can also evaluate the trade-off between accuracy
in explainability in passenger prediction, and determine whether the
model can be employed for passenger demand estimation purposes.

For the sake of comparing MOO-RT with other explainable mod-
els, we train other white-box prediction models. Accuracy is mea-

sured through the Mean Squared Error metric, while explainability
is evaluated via Shapley values as proposed in [8]. Shapley values
are widely used model-agnostic explainability metrics, and they de-
termine the marginal contribution of features in the prediction value.
After calculating the model explainability and accuracy metrics, we
investigate the trade-off between these two objectives, and through
Shapley values, we determine model-independent significant fea-
tures.

2 Methodology

In this section, we explain how MOO-RT is trained for passenger
prediction and how it is compared with other white-box models. We
define the predictor of y as p : X → ŷ where X = {xi | xi ∈
{0, 1}|F |}, F is the set of binary features and ŷ ∈ R. Since the
choice of F determines both the accuracy and explainability of p, we
perform feature engineering to add more features to the data.

2.1 Data and Feature Engineering

The prediction methods are trained and evaluated using the 2010
NYC TLC dataset (NYC Open Data). Each row in the dataset
corresponds to a taxi request with entries pick-up date and time,
pick-up latitude and longitude, passenger count, drop-off date and
time, drop-off latitude and longitude. Due to data spatio-temporal
granularity, the operational area in New York City is divided into
195 zones using NYC 2010 Neighborhood Tabulation Areas dataset
(NYC Open Data) and ride requests are aggregated into hourly
zone demands. Furthermore, pick-up related information is used
to extract basic spatio-temporal features such as [It is rush hour]
and [The zone is in west Manhattan]. However, additional data are
also used to capture ride request dynamics. The features that are
frequently used in passenger prediction literature (e.g. [13] and [14])
and that are extracted from these data sets are summarized in Table 1.

The data contains both binary and non-binary features. The MOO-
RT predictor is a binary regression tree, thus requiring the binariza-
tion of numerical and categorical features. To this end, we first con-
vert numerical features into categorical ones by means of creating
quartile intervals. Thereafter, we apply binary encoding for all cat-
egorical features in the dataset by creating a new column for each
category.

2.2 Explainable Multi-Objective Regression Tree
Framework

Our approach towards training MOO-RT is adapted from the STreeD
framework of [15], where an optimal decision tree is found with
dynamic programming, leveraging and conditioning separability
in the training problem. The respective optimization problem
is separable if solutions of sub-trees can be calculated indepen-
dently and can be combined without losing the optimality conditions.

In the following we adopt the formulation presented in [15]. Let
T = {B,L, b, l} be the regression tree where B is the set of branch-
ing nodes, L is the set of leaf nodes, b is the branching function which
assigns a binary feature to the node and l is the leaf label assignment
function. Given the separable optimization task, the cost (loss) of a
tree can be calculated as follows:



Table 1. Features used for training. Event, population and transportation infrastructure features are extracted via NYC Open Data platform datasets. Weather
features are obtained via Visual Crossing Weather API. Demographics features are extracted from NYC Census Bureau datasets.

Feature Type Feature

Event Number of events

Population Population of the area

Weather

Weather conditions
Temperature
Wind speed
Snow rate
Wind gust
Wind chill

Demographics:
residence and workplace

area characteristics
(rac and wac)

Total # of jobs
Total # of high pay jobs
Total # of low pay jobs
Total # of jobs with education level 1 (less than high school)
Total # of jobs with education level 2 (high school or equivalent)
Total # of jobs with education level 3 (college or associate degree)
Total # of jobs with education level 4 (bachelor’s degree or higher)

Transportation infrastructure Number of subway stations

C(d, u) =


g(d, l(u), u), if u ∈ L

C(div(d, b(u)), uL)⊕
C(div(d, b(u)), uR), otherwise

(1)

In this equation, the cost of the tree is a function of the tree
node u and input dataset d ∈ X ∪ y where X is the input feature
matrix and y is the passenger demand vector. If the node is not a
leaf node, a split and hence two subtrees are created by using a
branching function and dividing the dataset based on binary feature
satisfaction. The costs of the subtrees are combined with the operator⊕

. When leaf nodes are reached, the cost of the node is calculated
using the assigned label and the leaf node data.

In our multi-objective setting, we need to determine two objec-
tives associated with a leaf node - maximizing accuracy (minimizing
prediction loss) and minimizing explainability loss - without violat-
ing the separability assumptions of the optimization problem. The
prediction loss is calculated using Equation 2.

gprediction_loss(d, l(u)) =
∑

{xi,yi}∈d

(yi − l(u))2 (2)

During training we measure explainability loss through de-
cision depth, i.e. the number of features the leaf dataset goes
through for prediction (see Equation 3). If most of the instances
are in higher leaf nodes, often predictions are made with a small
number of features. Fewer features are likely to be more explain-
able, since they are less likely to lead to confusion for the model user.

gdecision_depth(d, u) = |d| depth(u) (3)

Figure 3 exemplifies this situation. The figure shows two trees with
same topology but different number of instances in the leaf nodes.
While for the tree in Figure 3a, total explainability loss is (10×2)+
(20×2)+(10×1) = 70, the explainability loss of the tree in Figure
3b is (15× 2) + (20× 2) + (5× 1) = 75.

Using accuracy and explainability objective functions, a Pareto
front can be found by determining the non-dominated set of feasi-
ble solutions.

Figure 3. Trees with varying leaf-instance distributions. Highlighted (gray
colored) nodes are the modified leaf nodes.

2.3 Comparison of Prediction Models

Given a prediction function p, the Shapley value ([8]) of feature f
and instance x is calculated as follows:

SV (x, f) =
∑

S⊆F\f

|S|!(|F | − |S| − 1)!

|F |! (p(S ∪ f, x)− p(S, x))

(4)
where F is the complete feature set, S ⊆ F is the all subsets of

F of any length and |.| is the size operator. In this equation, pre-
diction values directly impact the Shapley values. However, while
comparing different models, the value of the prediction should be
normalized. Hence, we normalize the Shapley values as follows:

NSV (x, f) =
SV (x, f)

p(F, x)
(5)

where p(F, x) is the prediction value of the whole model for a
given datapoint x. Given Equation 5, a model’s global Shapley value
can then be calculated as follows:

GSV =
1

|F ||X|
∑

x∈X,f∈F

NSV (x, f) (6)



3 Results and Discussion
3.1 Data Preprocessing

2010 NYC TLC dataset is used for training and testing. The dataset
contains 169,001,162 taxi requests, 3,601,614 of which were re-
moved due to missing information. Discarding areas with sparse re-
quests, we kept 117 zones, which constitute 99.9% of the demand.
Thereafter, the cleaned data was aggregated into 117 zones x 365
days x 24 hours buckets, resulting in 1,024,920 instances. After ap-
plying binary encoding to the data, we obtained 300 features, of
which 191 could be removed due to weak correlations with passen-
ger demand, resulting in 109 binary features. Finally, the resulting
data was split into training, validation, and test sets: 10 months of
the instances (January 2010 - October 2010) for training, whereas
both the validation and test datasets contain 1 month of the instances
(November 2010 and December 2010, respectively).

3.2 Multi-Objective Optimal Regression Tree

The first set of experiments considers MOO-RT training. Before
solving the dynamic programming formulation of the multi-objective
problem, hyperparameters (maximum depth (d) and maximum node
number (n)) of the regression tree are tuned while considering
prediction loss leading to us choosing values of d = 4, n = 16 for
the remainder of the experiments. Thereafter, MOO-RT is trained
and the optimal Pareto front with 66 trees was found.

The prediction and explainability loss values of each tree in Pareto
Front are shown in Figure 4 for both test and training sets. Both
loss values are normalised by the respective data set size. From the
figure we can conclude that the tree performance for these data sets
is comparable. We consider this a confirmation that the training set
is representative of the test set. Furthermore, we can observe that
the highest prediction loss aligns with the lowest explainability loss.
A tree with zero explainability loss, featuring only a root node,
leads to the lowest prediction accuracy. Conversely, the tree with the
highest explainability loss (full tree with depth 4) yields the lowest
prediction loss for both datasets. This suggests that the training set
does not overfit, even with the largest tree structure.

Figure 4. MOO-RT Pareto Front

Examining the Pareto Front, the rapid decrease in prediction loss
until an explainability loss of ~1.5 is observed, indicating a critical
threshold. After this point, the marginal change in the prediction
loss notably decreases. Given that decision depth is the number
of features an instance goes through for prediction, the results
indicate that most areas in NYC require at least 1 or 2 features for
more accurate prediction. Furthermore, the use of additional fea-
tures does not lead to significant added value for prediction accuracy.

Even though reaching an explainability loss of ~1.5 seems to be
critical for obtaining trees with substantially lower prediction loss,
trees in the Pareto Front form a non-dominated set, hence no tree is
better than another in the joint accuracy / explainability metric. In
the following, we select a set of points from the Pareto Front and
evaluate them against other methods.

3.3 Comparison of Prediction Models

To evaluate MOO-RT’s performance in accuracy and explainability
with respect to other explainable prediction models, we select
the following benchmark models: Vector Autoregression (VAR),
ARIMA, Lasso Regression, and Random Forest. Lasso Regression
and Random Forest models are trained through the same binary data
used for MOO-RT. However, ARIMA and VAR models require time
series. While ARIMA utilizes detrending historical demand, VAR
uses the historical demand of neighboring areas, to comply with
(non)independence assumptions.

The selected comparison methods’ hyperparameters (see Table 2)
are tuned using the validation set, and their prediction loss values are
determined by calculating the mean squared error (MSE) of the test
set predictions. Furthermore, models’ explainability is determined
by finding the global Shapley values.

Prediction models’ global Shapley and MSE values are presented
in Table 3. We omitted VAR and ARIMA from the global Shapley
value calculation since these models have significantly different
feature sets, hampering a direct comparison. Furthermore, from the
MOO-RT Pareto Front we select the trees with minimum (MOO-
RT-min) or with the quartile prediction loss values. The results show
that MOO-RT-min has the highest global Shapley value, indicating
the best model explainability, whereas Random Forest obtains the
lowest MSE value, at a substantially lower global Shapley Value.

In Table 3, the global Shapley values of MOO-RTs indicate that
higher accuracy leads to higher explainability, which contradicts the
trees’ explainability loss values presented in Figure 4. However, the
Shapley value measures the changes in the prediction when a feature
is included in the model, if the prediction performance is too poor
(such as in MOO-RT-Q3), adding a feature in the model may not
significantly affect the prediction value.

In the last part of our experiments, we determine the top-10 fea-
tures with the highest feature importance values for the MOO-RT-
min, Lasso Regression, and Random Forest models. We additionally
calculate the average of the feature importance values among these
models. Figure 5 summarizes the findings where the average feature
importance is indicated as Mean and the features in the x-axis are or-
dered from the highest to the lowest mean feature importance value
for the features with top-10 mean feature importance values. We find
that "The zone is in West Manhattan" (or its complement "The zone



Table 2. Tuned parameters of comparison methods

Method Tunned Parameters

Vector Autoregression Order of the time series
ARIMA p, d, q
Lasso Regression Coefficient of feature vector size (alpha)
Random Forest Tree number, depth, feature number, allow boosting

Table 3. Model Shapley and MSE value results

Model SHAP MSE

VAR - 255257.60
ARIMA - 310323.81
Lasso Regression 0.97 190681.64
Random Forest 0.57 145751.53
MOO-RT-min 1.94 202055.57
MOO-RT-Q1 0.99 226668.47
MOO-RT-Q2 0.22 305165.91
MOO-RT-Q3 0.03 548660.94

is in East Manhattan") and "The zone is in South Manhattan" (or its
complement "The zone is in North Manhattan") features are signifi-
cant in all models. Moreover, "The zone is Midtown-Midtown South"
and "It is late night" features are in all models’ top-10 features list.
Thus, we can conclude that it is important to include these features to
predict passenger demand regardless of the chosen prediction model.

Figure 5. Importance values of top-10 features based on mean feature
importance

4 Conclusions

In this paper, we propose an explainable passenger demand predic-
tion model for ride-hailing services. For this purpose, we quantify
the explainability of a regression tree and adopt the Multi-Objective
Optimal Regression Tree (MOO-RT) model, which uses explain-
ability and accuracy objective functions concurrently. The obtained
Pareto Front shows that incurring an explainability loss of 1.5
features per instance is critical to obtain significant prediction
accuracy.

Furthermore, we compare explainability and accuracy of MOO-
RT to various white-box models using mean squared error and
Shapley values. The results indicate MOO-RT’s ability to enhance
explainability compared to other models. However, Random Forest
is the top performer in terms of accuracy. Finally, we employ
the computed Shapley values to additionally investigate whether
model-independent significant features arise from the dataset. Four
spatial/temporal features with high Shapley values for all models

suggest that these features are key in predicting passenger demand.

For future work, we will focus on assessing explainability using
other explainability metrics to consider additional prediction models
and to better evaluate and compare models for the passenger pre-
diction task. Further, we aim to evaluate prediction models with the
optimization results of the dial-a-ride problem as more accurate pre-
dictions may not guarantee better optimization results. This holis-
tic evaluation will provide significant insights into prediction model
choice for the dial-a-ride solution mechanism.
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